Flexible models for spike count data with both over- and under- dispersion

Ian H. Stevenson

Received: 28 December 2015 / Revised: 14 March 2016 / Accepted: 18 March 2016

Abstract A key observation in systems neuroscience is that neural responses vary, even in controlled settings where stimuli are held constant. Many statistical models assume that trial-to-trial spike count variability is Poisson, but there is considerable evidence that neurons can be substantially more or less variable than Poisson depending on the stimuli, attentional state, and brain area. Here we examine a set of spike count models based on the Conway-Maxwell-Poisson (COM-Poisson) distribution that can flexibly account for both over- and under-dispersion in spike count data. We illustrate applications of this noise model for Bayesian estimation of tuning curves and peri-stimulus time histograms. We find that COM-Poisson models with group/observation-level dispersion, where spike count variability is a function of time or stimulus, produce more accurate descriptions of spike counts compared to Poisson models as well as negative-binomial models often used as alternatives. Since dispersion is one determinant of parameter standard errors, COM-Poisson models are also likely to yield more accurate model comparison. More generally, these methods provide a useful, model-based framework for inferring both the mean and variability of neural responses.
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1 Introduction

Variability in neural responses is ubiquitous due to cellular processes, such as channel dynamics and probabilistic vesicle release (Faisal et al. 2008), as well as, changes in network state or neuromodulation (Arieli et al. 1996; Masquelier 2013). Increasing variability, in general, reduces how accurately information about the external world can be decoded from neural responses (van Steveninck et al. 1997; Werner and Mountcastle 1963). However, variability may also serve a functional role (Ermentrout et al. 2008; Hoyer et al. 2003; Stein et al. 2005) and can act as a signature of decision making (A. K. Churchland et al. 2011), movement preparation (M. M. Churchland et al. 2006), or stimulus onset (M. M. Churchland et al. 2010). Although many model-based methods focus on describing the mean spiking response for a given stimulus or task, new techniques that also quantify how spike variability changes as a function of stimulus/movement parameters may provide another dimension for understanding the neural code. Here we examine a set of models that assume spike counts are distributed according to a Conway-Maxwell-Poisson (COM-Poisson) distribution with group/observation-level dispersion (Sellers et al. 2012). This approach can describe both over- and under-dispersion and can flexibly capture patterns of variability in spike count data when fitting tuning curves and peri-stimulus time histograms (PSTH).

Although many tuning curve and PSTH models assume that spike counts are Poisson distributed, where the variance...
of the spike counts equals the mean, in practice, spike count variability can be both under-dispersed—where the count variance is less than the mean count— or over-dispersed—where variance is greater than the mean count. In early sensory systems, for instance, neurons appear to be much more precise, with less variability than would be predicted by the Poisson model (Berry et al. 1997; DeWeese et al. 2003). Variability appears to increase along sensory pathways (Kara et al. 2000; Vogel et al. 2005), and can be substantially less precise than Poisson in motor areas (Lee et al. 1998). Quantifying the variability present in spike observations (Nawrot 2010; Shinomoto et al. 2009) and interpreting the underlying causes of variability (Azouz and Gray 1999; Bair and Koch 1996; Carandini 2004; Deweese and Zador 2004; Schöllwiek et al. 2015; Softky and Koch 1993; Zador 1998) are fundamental challenges to deciphering the neural code. In many cases, Poisson models where the rate is solely a function of the stimulus fail to provide an accurate description of spike count variability across trials (Amarasingham et al. 2006; Maimon and Assad 2009).

One explanation for the deviations from Poisson firing is that spike timing is driven, not just by extrinsic stimuli or behavior, but by single-neuron dynamics and other intrinsic factors. By taking these different factors into account, many models are able capture under-dispersion or over-dispersion across trials (Harris et al. 2003; Truccolo et al. 2005). Models of spike dynamics and history dependence (Berry and Meister 1998; Keat et al. 2001; Pillow et al. 2005; Reich et al. 1997; Uzzell and Chichilnisky 2004) are able to produce under-dispersion, while models using covariates that vary from trial to trial, such as interactions between neurons (Pillow et al. 2008; Stevenson et al. 2008), local field potentials (Harris et al. 2003; Kelly et al. 2010), or latent variables (Czanner et al. 2008; Eden et al. 2004; Paninski et al. 2010), are able to produce over-dispersion. However, fitting such detailed models may not always desirable. More importantly, since most rate-models only describe the mean spike count, there is typically no guarantee that the observed model variability will match; although, see (Gao et al. 2015; Lansky and Vaillant 2000).

The COM-Poisson model has several desirable properties. Most importantly it can capture both over- and under-dispersion (Shmueli et al. 2004). It can thus describe neural responses when spiking is less variable than Poisson as well as more variable. By modeling variability at the group- or observation-level, we show how this approach can also account for cases where the same neuron exhibits different levels of dispersion in response to different stimuli (tuning curves) or as a function of time (PSTHs). In contrast to descriptive statistics such as the Fano Factor, the COM-Poisson regression approach is model-based and allows principled model comparison. Using both simulated and experimental data we show how different noise models (e.g. Poisson, negative binomial, COM-Poisson, and generalized count) can be evaluated in terms of their ability to accurately predict spike counts. Here we find that failing to take dispersion into account results in less accurate prediction and results in biased estimates of parameter standard errors.

2 Methods

2.1 Conway-Maxwell-Poisson models

Here we model non-Poisson spike count variability using the COM-Poisson distribution. The likelihood for the COM-Poisson distribution is given by

$$p(y|\lambda, \nu) = \frac{\lambda^y}{y!^\nu} Z(\lambda, \nu)$$

where the probability of observing $y$ counts is a function of the parameters $\lambda$ and $\nu$, normalized by a factor $Z(\lambda, \nu) = \sum_{y=0}^{\infty} \frac{\lambda^y}{y!^\nu}$. Note that for $\nu = 1$ the COM-Poisson likelihood has $Z(\lambda, 1) = e^\lambda$, giving the Poisson likelihood. However, unlike the Poisson distribution, where the mean is always equal to the variance, the COM-Poisson distribution can exhibit both over-dispersion and under-dispersion, $\nu < 1$ leads to over-dispersion with $\text{var}[y] > E[y]$, and $\nu > 1$ leads under-dispersion with $\text{var}[y] < E[y]$.

In addition to the Poisson distribution, the COM-Poisson also contains the Bernoulli and geometric distributions as special cases (Sellers et al. 2012; Shmueli et al. 2004) when $\nu \to \infty$ and $\nu \to 0$, respectively.

Though there is no closed-form expression for the normalization $Z(\lambda, \nu)$, in practice we can compute it numerically with a finite sum up to some number of possibly observable spike counts (Minka et al. 2003). Since early truncation can result in misestimation of the likelihood, here we use the greater of 1000 or twice the maximum of the observed counts for the tuning curve data and the greater of 100 or twice the maximum of the observed counts for the PSTH data. More efficient methods based on asymptotic approximations or lookup tables may yield substantial speedups.

2.2 Generalized linear models with COM-Poisson observations

Although the lack of closed-form normalization makes inference more computationally difficult, the COM-Poisson is an exponential family distribution (Sellers and Shmueli 2010; Sellers et al. 2012; Shmueli et al.
and we can construct a generalized linear model using the link functions

\[
\begin{align*}
\log(\lambda) &= X\beta \\
\log(\nu) &= G\gamma
\end{align*}
\]

where \(X\) and \(G\) are covariates and \(\beta\) and \(\gamma\) are parameter vectors. Here we distinguish between two cases of COM-Poisson regression: the constant dispersion parameter case—where \(\nu\) is fixed—and the case with observation- or group-level dispersion – where \(\nu\) varies (Sellers and Shmueli 2009, 2013).

For tuning curve models, similar to (Sanger 1996), we use a Fourier basis in \(X\) and \(G\) up to some frequency \(n\) and \(m\) to generate smooth estimates of both the mean spike count and, in this case, dispersion as a function of a circular stimulus/movement parameter \(\theta\).

\[
X = \begin{bmatrix} 1 & \sin \theta & \cos \theta & \cdots & \sin n\theta & \cos n\theta \end{bmatrix}
\]

\[
G = \begin{bmatrix} 1 & \sin \theta & \cos \theta & \cdots & \sin m\theta & \cos m\theta \end{bmatrix}
\]

For PSTH models, instead of a Fourier basis, we use a B-spline basis (De Boor 1978) with \(n\) and \(m\) equally-spaced knots, for \(X\) and \(G\). Sampling knot locations adaptively, for instance using Bayesian adaptive regression splines (BARS), has been shown to better capture the fast changes present in PSTHs (Dimatteo et al. 2001; Kass et al. 2003; Kaufman et al. 2005), but, for simplicity, we opt for a fixed basis here. In both the tuning curve and PSTH models we can enforce a constant dispersion parameter by setting \(m = 0\).

### 2.3 Maximum likelihood, MAP estimation, and Bayesian inference

Since the COM-Poisson distribution is exponential family, maximum likelihood estimates for \(\beta\) and \(\gamma\) can be found with iterative reweighted least squares, IRLS (Sellers and Shmueli 2010). Here we use a Bayesian approach—adding priors to aid convergence and avoid over-fitting. As with other generalized linear models (Gelman et al. 2008; Zhao and Iyengar 2010), under certain combinations of observations and covariates the COM-Poisson model fails to converge. In particular, convergence issues occur when the Fisher scoring matrix \(G^TWG\) or \(X^TWWX\) is low rank, given the diagonal weight matrix \(W\) from IRLS. Also as with other GLMs, increasing model complexity (e.g. large \(n\) and \(m\) above) can lead to over-fitting. Adding priors allows us to flexibly overcome both these issues. Here we use normal priors with no penalty on the intercept term

\[
\begin{align*}
\beta_{\gamma_1} &\sim \text{Normal}(0, \sigma_\beta) \\
\gamma_{\gamma_1} &\sim \text{Normal}(0, \sigma_\gamma)
\end{align*}
\]

where \(\beta_{\gamma_1}\) and \(\gamma_{\gamma_1}\) denote the coefficients excepting the intercept. For the tuning curve models here we use \(n=2\), \(m=1\) and for the PSTH models we use \(n=20, m=8\) knots, except where noted. In both cases we use \(\sigma_\beta = 10, \sigma_\gamma = 1\) (after \(X\) and \(G\) have been standardized), but as with other regularization schemes the model complexity and hyper-parameters can generally be adjusted depending on the data. Here, in illustrating the model, we have chosen these settings to give qualitatively good results, but other settings as well as priors (Kadane et al. 2006), may provide greater accuracy. To find the MAP (maximum a posteriori) estimates or posterior samples for \(\beta\) and \(\gamma\) we use LBFGS and No U-Turn Sampling (NUTS), respectively (Hoffman and Gelman 2014). Both algorithms are implemented through the Stan sampling library (“Stan: A C++ Library for Probability and Sampling, Version 2.8.0” 2015).

The major computational difference between the Poisson and COM-Poisson regression is that with the COM-Poisson model we need to numerically evaluate the normalizing factor \(Z(\lambda, \nu)\) every time the likelihood is evaluated. However, there is also a small difference in the structure of the likelihood calculation. If spike counts \(\{y_1, \ldots, y_n\}\) are observed on \(n\) different trials of a fixed \(\lambda\), with Poisson observations we only need compute the log-likelihood for the sum

\[
\sum \log p(y_i | \lambda) = \sum y_i \log \lambda - \lambda \sum \log y_i - \log(\sum y_i n \lambda).
\]

Since a sum of Poisson random variables is Poisson, \(\sum y\) provides a sufficient statistic for \(\lambda\). For COM-Poisson random variables (Shmueli et al. 2004), on the other hand, we have

\[
\begin{align*}
\log p(y_i | \lambda, \nu) &= \sum y_i \log \lambda - \nu \sum \log y_i - \sum Z(\lambda, \nu).
\end{align*}
\]

In this case, \(\sum y\) and \(\sum \log y\) together provide sufficient statistics for \(\lambda\) and \(\nu\). We find that when fitting PSTHs it is more efficient to use these sufficient statistics so that, for \(p\) unique stimuli/time-points, we only need evaluate the likelihood \(O(p)\) rather than \(O(np)\) times. As \(\sum y\) become large, however, calculating \(Z(\lambda, \nu)\) requires a larger support and some of this efficiency is lost.

### 2.4 Model comparison

To determine whether the COM-Poisson model is useful for describing spike counts in practice, we use the same methods (basis and MAP/sampling procedures) to fit Poisson, negative binomial, and generalized count observation models. The Poisson and negative binomial models have been used extensively, elsewhere (Brown
et al. 2003; Cameron and Trivedi 2001). Briefly, the canonical GLM with Poisson observations is given by,

\[ \log(\lambda) = X\beta \]

\[ p(y | \lambda) = \frac{\lambda^y e^{-\lambda}}{y!} \]

And the canonical negative binomial model is given by,

\[ \log(\mu) = X\beta \]

\[ p(y | \mu, r) = \left( \frac{r}{r + \mu} \right)^r \frac{I(r+y)}{I(y+1)} \frac{1}{\Gamma(r)} \left( \frac{\mu}{r + \mu} \right)^y \]

where the additional parameter \( r (> 0) \) allows over-dispersion and \( I(\cdot) \) denotes the gamma function. One advantage of the Poisson and negative binomial models is that, unlike the COM-Poisson, they do have closed-from normalization. However, the Poisson model is always equi-dispersed while the negative binomial model is unable to describe under-dispersed data, since the variance \( \mu + \frac{\mu^2}{r} \) is always greater than or equal to the mean \( \mu \). Similar to the COM-Poisson model, the negative binomial model can be extended to model group-level dispersion (Taouali et al. 2016). Here we make the dispersion parameter \( r \) a function of time/stimuli by using the reparameterization \( \kappa = 1/r \) and assuming \( \log(\kappa) = G'\gamma \).

In addition to these two canonical models we also implement the recently described generalized count distribution (del Castillo and Pérez-Casany 2005; Gao et al. 2015). Briefly, the generalized count model takes the form

\[ \theta = X\beta \]

\[ p(y | \theta, g(\cdot)) = \frac{\exp(\theta y + g(y))}{y!Z(\theta, g(\cdot))} \]

By varying the form of function \( g(\cdot) \) this model contains the Poisson, negative binomial, and COM-Poisson distributions, among others, as special cases. In particular, after moving the intercept term out of \( X \) into \( g(\cdot) \), Poisson regression has \( g(y) = \alpha y \); negative binomial regression has \( g(y) = \alpha y + \log(y + r - 1)! \), and COM-Poisson regression has \( g(y) = \alpha y + (1 - \nu)\log y \). Fixing \( g(0) = 0 \) ensures model identifiability, while fixing the support and adding additional smoothness constraints can allow arbitrary functions of \( y \) to be fit. Here, to examine to what extent our results are affected by the specific distributional assumptions, we use apply methods and code from (Gao et al. 2015) and fit the full function \( g(\cdot) \) with a quadratic penalty on the second differences (setting the hyperparameter \( \lambda_g = 50 \), with no penalty on \( \beta \), and LBFGS optimization).

Similar to the COM-Poisson distribution, the generalized count distribution has the advantage that it allows both over- and under-dispersion under certain parameterizations of \( g(y) \) and the disadvantage that the normalization \( Z(\theta, g(\cdot)) \) typically needs to be computed numerically. Due to its flexibility, it is, in some sense, guaranteed to out-perform the other models for a fixed stimulus given enough data.

Since the COM-Poisson model \( (\nu = 1) \), the negative binomial model \( (r \to \infty) \), and the generalized count model \( (g(y) = \alpha y) \) all contain the Poisson as a special case, we use the cross-validated (20-fold) log likelihood ratio relative to a homogeneous \( (\text{constant } \lambda) \) Poisson model as a common point of comparison during our tuning curve analyses.

2.5 Simulating the relationship between variable input current and spike count variability

To illustrate the flexible origins of spike count variability (Fig. 1), we use an adaptive exponential integrate and fire model (Brette and Gerstner 2005) whose dynamics are given by

\[ \frac{dV}{dt} = -g_L(V - E_L) + g_L\Delta v \exp\left( \frac{V - V_r}{\Delta r} \right) - w + I(t) \]

\[ \tau_w \frac{dw}{dt} = a(V - E_L) - w \]

Spikes are emitted when \( V > V_{\text{thresh}} \) and the state is updated \( V \to V_{\text{reset}} \), \( w \to w + b \) following each spike. Here we use parameters from (Brette and Gerstner 2005) based on a regular spiking pyramidal neuron: \( E_L = -70 \text{ mV}, V_{\text{thresh}} = -50 \text{ mV}, V_{\text{reset}} = -70 \text{ mV}, C = 281 \text{ pF}, g_L = 30 \text{ nS}, \Delta r = 2 \text{ mV}, \tau_w = 144 \text{ ms}, a = 4 \text{ nS}, b = 80 \text{ pA.} \) However, similar results can be obtained with a wide range of parameter settings as well as other voltage models (Zador 1998).

2.6 Experimental Fano factors

To quantify dispersion in spike counts empirically – as opposed to using a model—we use the Fano Factor \( F = \sigma^2/\mu \). Using data from a fixed stimulus/time window we estimate the sample mean and variance then quantify uncertainty about the Fano Factor using Bayesian bootstrapping (Rubin 1981). In particular, we generate bootstrap samples by drawing weights \( w_k \) for each observation from a uniform Dirichlet distribution \( (\alpha = 1 \text{ for all observations}) \). We then compute the weighted mean \( \mu' = \sum w_k y_k \) and variance \( \sigma^2 = \sum w_k(y_k - \mu')^2 \) - whose ratio provides a bootstrap sample for the Fano Factor itself. After many (in this case, 1000) samples we have a smooth distribution that can be used to estimate uncertainty about the Fano Factor. With a small number of count observations Bayesian bootstrap typically provides a more accurate estimate of quantiles than the traditional bootstrap. See (Eden and Kramer 2010) for an alternative approach.

Fano Factors reported in Fig. 2c were collected, \textit{ad-hoc} from ten studies. Since the goal of this collection is simply to illustrate the range of realistic spike count variability, data
come from a wide range of species, brain areas, and tasks with substantial heterogeneity among firing rates and windows used to compute \( F \). Values for the mean Fano Factor, standard deviation, and number of neurons were collected from text and digitized figures (see Supplementary Material for list of sources).

### 2.7 Tuning curve data

Tuning curve data was obtained from the neural signal archive (neuralsignal.org) nsa2004.6b and nsa2004.6c and consists of 56 recordings from 45 cells in areas MT/V5 of anesthetized (sufentanil), paralyzed (vecuronium) adult male macaque.
monkeys (macaca fascicularis, $N=5$ and macaca nemestrina, $N=1$). For details of the experimental methods see (Kohn and Movshon 2003). Briefly, visual stimuli consisted of drifting sine-wave gratings and moving dots (at 100 % contrast/coherence). Both grating and random dot stimuli were presented with 16 movement directions plus 1 blank stimulus presented in random order with each trial lasting 1000–1280 ms and presented continuously, without breaks. The total number of trials varied between 51 and 204. Here we use spike counts 50–550 ms following stimulus onset to estimate direction tuning and ignore responses to the blank stimulus.

2.8 PSTH data

PSTH data was obtained from the neural signal archive (neuralsignal.org) nsa2009.1, which consists of 52 recordings from 26 cells in areas MT/V5 of an awake, fixating adult male macaque monkey (macaca mulatta, $N=1$) performing a direction discrimination task. For details of the experimental methods see (Britten et al. 1992). Here trials are neural responses to repeated presentations of particular incoherent, random dot patterns, either with frozen noise or with a variable seed. Trials lasted 2000–2048 ms, and recording lengths varied from 14 to 210 trials. See previous analysis in (Bair and Koch 1996).

3 Results

Although many models assume that spike counts are Poisson distributed, the fact that spiking is close to Poisson is somewhat remarkable when you consider how spikes are generated. Previous work on voltage-models and intracellular experiments has illustrated that the reliability of spiking over time and across trials heavily depends on the input that a neuron receives (Zador 1998). In a simulated neuron model (see Methods), neurons can readily generate trial-to-trial variability ranging from over-dispersed to highly under-dispersed (Fig. 1). If the synaptic input is reliable then spike count variability can be very low (Mainen and Sejnowski 1995), but even when the input to a single neuron is highly controlled, variations in the initial state of the neuron can produce irregular firing patterns (Fig. 1a). In vivo, differences in intrinsic covariates, such as network state (Arieli et al. 1996), will lead to changes in the exact input that a neuron receives. Small variations in synaptic input and membrane potential appear to be amplified by the non-linear thresholding effect of spike generation (Carandini 2004), and spiking responses can easily be both under- and over-dispersed (Shadlen and Newsome 1998). In general, synaptic input varies both over time and from trial to trial (Fig. 1b), producing corresponding variations in the mean firing rate and the spike count variability.

Rather than modeling the synaptic input and membrane potential explicitly, here we aim to describe the distribution of spike counts statistically. Whereas the Poisson model has a single mean parameter $\lambda$, the COM-Poisson model has two parameters $\lambda$ and $\nu$ that, together, determine both the spike count mean and variance. $\nu < 1$ results in over-dispersion where the variance of spike counts is greater than the mean, while $\nu > 1$ results in under-dispersion where the variance is less than the mean (Fig. 2a). Several models have been used to describe either under-dispersion (e.g. binomial) or over-dispersion (e.g. negative binomial) alone (Fig. 2b). However, the ability to model both regimes may be a useful property of COM-Poisson models, since, empirically, neurons tend to show both types of behavior (Fig. 2c).

3.1 COM-Poisson models of tuning curves

To illustrate how inferring dispersion explicitly can provide another dimension to neural coding, we fit tuning curve models to simulated, non-Poisson spike counts. Figure 3 shows spike counts simulated from three COM-Poisson tuning curve models along with Bayesian model fits (samples from the posterior) for Poisson and COM-Poisson regression. In each case, the Poisson model does recover the tuning curve for mean spike counts. However, since the Poisson model does not have an explicit representation of variability, the predicted Fano Factor, the ratio of the spike count variance to the spike count mean, is always 1. In contrast, the COM-Poisson model allows explicit inference of the Fano Factor, and accurately recovers the true Fano Factor for under-dispersed (Fig. 3a) and over-dispersed (Fig. 3b) spiking, as well as for a neuron that has both under- and over-dispersion depending on the stimulus (Fig. 3c). For the examples show here, we use a Fourier basis and stimulate group-level dispersion where the relationship between the mean and variance is not fixed, but depends on the stimulus. COM-Poisson models with a constant dispersion parameter, on the other hand, are only able to describe data that is either under- or over-dispersed, not both.

In experimental data, we find that tuning curve estimation with COM-Poisson noise models is more accurate than the Poisson models, as well as, negative binomial models frequently used to describe over-dispersed responses (Fig. 4). In data from MT/V5 recorded during presentation of moving sine-wave grating stimuli, we find that, for some neurons, the dispersion can be both under- and over-dispersed depending on the stimulus (Fig. 4a). We also find that the pattern of dispersion can be negatively correlated with the mean response (Fig. 4b). Note that, in general, a constant dispersion parameter means that the mean-variance relationship (Fig. 2b) is fixed. Curvature in the mean-variance relationship allows the Fano Factor to vary as a function of the stimulus but in a highly constrained way. A single, fixed mean-variance
A relationship appears to be insufficient to describe patterns of spike count variability found experimentally. The examples here highlight the cases where a COM-Poisson model with group-level dispersion, by allowing both over- and under-dispersion and flexible mean-variance relationships, may provide a more accurate account of the underlying structure of the spike counts.

Across the $n=56$ neurons in these data we find that the COM-Poisson model with a constant dispersion parameter is more accurate (Fig. 5a) than both the Poisson model (26±6 %, two-tailed, paired $t$-test on the cross-validated log likelihood ratio, $p<0.001$) and negative binomial model (1.2±0.002 %, $p=0.002$). Additionally, the COM-Poisson model with group-level dispersion out-performs the model with constant dispersion parameter (0.4±0.001 %, $p<0.001$). In this dataset, the largest improvement, compared to the Poisson model, appears to be due to allowing over-dispersion, but allowing under-dispersion and flexible mean-variance relationships also improve model performance slightly. Allowing deviations from the Poisson model also improves reconstruction of Fano Factors (Fig. 5b). In this case, allowing over-dispersion improves the Fano Factor RMSE relative to the Poisson model by 2 % with the negative binomial model, 34 % with the COM-Poisson, 40 % with the COM-Poisson model with group-level dispersion. Here, since the majority of neurons in this dataset are over-dispersed with convex mean-variance relationships, the negative binomial model performs quite well. However, as expected, the COM-Poisson model with group-level dispersion does tend to perform better for those cases where spike counts are less-dispersed (Fig. 5c, $r=-0.16$, $p=0.22$) and for neurons where the Fano Factor and mean response as a function of the stimulus are not strongly correlated (Fig. 5d, $r=-0.41$, $p=0.002$).

For the data here we also compare the accuracy of the COM-Poisson models to a recently described generalized count model that also allows both over- and under-dispersion (Gao et al. 2015). The generalized count model contains the Poisson, negative binomial, and COM-Poisson models as special cases, and, might generally be expected to out-perform the other models with fixed mean-variance relationships (see Methods). However, in this case, we find that both the negative binomial (10±8 %, $p=0.1$) and COM-Poisson models (10±7 %, $p=0.5$) out-perform the generalized count model. One explanation for these results may be that, with limited data (3–12 trials per stimulus), the constraints on the mean-variance relationships imposed by the negative binomial and COM-Poisson models are beneficial. Allowing too much flexibility in the mean-variance relationship fit by the generalized count model is likely to lead to over-fitting, even with the smoothing constraints implemented here.

### 3.2 Dispersion affects standard errors

In the examples above we show how Poisson models tend to provide accurate estimates of the mean, even...
when the data is non-Poisson. Poisson regression is consistent when the data is not equi-dispersed. However, one aspect of Poisson models that is often over-looked in neuroscience is that, when data is non-Poisson, standard errors and confidence intervals under the Poisson model are incorrect (Cameron and Trivedi 2001). As with any model, it is important to consider what happens when the assumptions are not met.

For canonical Poisson regression

\[ y_i \sim \text{Poisson}(\exp(x_i^T \beta)). \]

And the standard errors of the maximum likelihood estimate \( \hat{\beta} \) follow from the covariance matrix

\[ \text{var}(\hat{\beta}|y) = \left( \sum_i x_i x_i^T \exp(x_i^T \hat{\beta}) \right)^{-1}. \]

However, for data that is not equi-dispersed a correction is needed: most commonly,

\[ \text{var}(\hat{\beta}|y) = \alpha \left( \sum_i x_i x_i^T \exp(x_i^T \hat{\beta}) \right)^{-1}. \]

Under this correction, the dispersion is assumed fixed, with the dispersion parameter \( \alpha \) estimated by

\[ \hat{\alpha} = \frac{\sum_i (y_i - \bar{y}_i)^2 / \bar{y}_i}{n-k}, \]

where \( n \) is the number of observations and \( k \) is the number of covariates. This adjustment results in what is sometimes known as a quasi-Poisson or quasi-Maximum Likelihood (QML) model where the mean count (determined by \( \beta \)) is estimated by traditional Poisson maximum likelihood estimation, but over- or under-dispersion can be accounted for during prediction and inference by estimating a dispersion parameter \( \alpha \) post-hoc (Gourieroux et al. 1984). Without this QML,

---

**Fig. 4** Model fits for four different Bayesian tuning curve models to data from two typical MT neurons in response to moving sine-wave gratings. a, b) Spike rasters in response to the moving sine-wave grating stimuli (50-700ms after stimulus onset). Colors denote different grating directions. C,D) Tuning curve and Fano factor for the different Bayesian models. Individual colored lines denote samples from the posterior distribution for the Poisson, Negative Binomial, Conway-Maxwell Poisson with constant dispersion, and COM-Poisson with group-level dispersion, respectively. For the Fano factor, dots and error bars denote the median and inter-quartile range estimated from the data using Bayesian bootstrapping.
correction Poisson regression will tend to be overly-confident when data is over-dispersed ($\alpha > 1$) and under-confident when data is under-dispersed ($\alpha < 1$).

Consider estimating a single parameter $\hat{\lambda}$ to describe $n$ count observations with unknown mean count $\lambda$. Since the Poisson model assumes that the count variance is equal to the mean, the standard error for the Poisson model is $\sqrt{\hat{\lambda}/n}$ and for the QML model $\sqrt{\hat{\alpha}\hat{\lambda}/n}$ where, in this case, $k=1$ and $\hat{\alpha} = \hat{F}$, the Fano Factor from the sample variance and mean. Without the correction, the Poisson model will thus misestimate the standard error by a factor of $\sqrt{\hat{F}}$, even as the number of observations increases. That is, with $F=4$ the standard error under the Poisson model is half what it should be, while with $F=0.25$ the standard error is twice what it should be.

Many experiments in neuroscience rely on comparing the parameters of Poisson regression models, e.g., tuning width before and after adaptation or preferred direction over time. Since misspecification of the noise model can result in over- or under-confidence, model-based results that fail to correct for non-Poisson spiking may need a second look, even when standard errors or confidence intervals are determined by Bayesian methods or bootstrapping (Cronin et al. 2010; Stevenson et al. 2011). Note for instance, that in the examples and the COM-Poisson model tends to be better for smaller Fano Factors.

**Fig. 5** Model performance on the $n=56$ neurons in nsa2004.6. a) Cross-validated (20-fold) log likelihood ratio between a homogeneous Poisson model and tuning curve models with six different noise assumptions: Poisson, generalized count (GC), negative binomial (NB), negative binomial with group-level dispersion, Conway-Maxwell Poisson (COM-P), and Conway-Maxwell Poisson with group-level dispersion. *Error bars* denote SEM. b) Square-root of the mean squared error (RMSE) for reconstructing the Fano Factor under each of the six models - fit to all data (not cross-validated). *Bars* denote median. *Error bars* denote inter-quartile range. c) Log likelihood ratio between the COM-Poisson model with group-level dispersion and the negative binomial model as a function of Fano Factor (averaged across stimulus conditions). The negative binomial model only captures over-dispersion, while with $F=0.25$ the standard error is half what it should be, while with $F=0.25$ the standard error is twice what it should be.

**Fig. 6** An illustration of how the choice of noise model affects the estimation of standard errors. In this case, we consider estimating a single mean spike count under different Fano Factors. Sampling from COM-Poisson distributions with fixed mean and different variances, we find that both the negative binomial and COM-Poisson model are able to accurately track the true standard error (gray curve, QML) for over-dispersed data, but the negative binomial model is unable to track standard errors for under-dispersed data. For comparison, when the population mean and variance are known, the Poisson model produces a fixed estimate of standard error (black line) that does not take dispersion into account. This problem can be remedied by using the Quasi-Maximum Likelihood (QML) approach to calculate standard errors that take dispersion into account post-hoc (gray curve).
above, the samples from the posterior are less variable for the COM-Poisson model than for the Poisson model when the spike counts are under-dispersed (Fig. 3a) and vice versa when spike counts are over-dispersed (Fig. 3b). In general, by allowing the spike count variance to explicitly differ from the mean, the COM-Poisson model produces confidence/credibility intervals that take dispersion into account.

To illustrate this point empirically, we sample COM-Poisson random variables \( n = 100 \) with a fixed mean \( E[y] \) (5) and different variances \( \text{var}[y] \) (Fig. 6). If the moments were known exactly, using the equations above, the Poisson model should have constant standard errors given by \( \sqrt{E[y]/n} \) even when the variance changes, while the QML model yields corrected standard errors \( \sqrt{\text{var}[y]/n} \). The standard errors under the negative binomial and COM-Poisson models can be calculated by evaluating the Hessian at the maximum likelihood estimate or, as in the case shown here, by calculating the standard deviation of samples from the posterior. When estimating a single unknown mean from COM-Poisson samples, we find that the COM-Poisson credibility intervals match the intervals from QML (Fig. 6). The negative binomial model also takes dispersion into account, to some extent. In this case, the credibility intervals match for over-dispersed data, but not for under-dispersed. In the more general case, however, we have shown that dispersion may not even be fixed, suggesting that group/observation-level dispersion estimates may be necessary even with QML.

3.3 COM-Poisson models of PSTHs

Finally, to illustrate the flexibility of COM-Poisson regression for spike count data, we apply these models to estimating peri-stimulus time histograms (PSTHs). Just as modeling dispersion as a function of stimulus parameters can provide more accurate descriptions of tuning curves, modeling dispersion as a function of time may provide more accurate descriptions of PSTHs. Here, rather than using a Fourier basis, we use B-splines with equally spaced knots (see Methods). As with tuning curves, modeling group-level dispersion allows us to fit a wider range of both simulated and experimental data.

In simulation, modeling dispersion explicitly and at the group-level allows us to fit cases where there is both over- and under-dispersion in the same neuron (Fig. 7a), as well as cases where the dispersion changes without changes in the
mean (Fig. 7b). These two cases illustrate how dispersion can act as an alternative dimension for the neural code.

Similarly, in experimental data the COM-Poisson model allows accurate tracking of both the mean spike count and its variance (Fig. 8). Here we find that, in general, models with group-level dispersion are necessary to account for changes in dispersion over time. Models with constant dispersion parameters are able to track changes in Fano Factor to some extent (Fig. 8a), but the data are generally better fit when the mean-variance relationship is flexible.

Across the \(n = 46\) neurons (with firing rates >0.5 Hz) in the PSTH dataset we compare the same six models (Fig. 9) as with the tuning curves. Here, with 20ms bins, the responses are largely under-dispersed, and we find that the COM-Poisson models with constant dispersion parameters out-perform both the Poisson (60±33 %, one-tailed, paired \(t\)-test on the cross-validated log likelihood ratio, \(p = 0.05\)) and negative binomial models (59±34 %, \(p = 0.07\)). The generalized count models, since they are able to capture under-dispersion, also out-perform the Poisson (57±32 %, \(p = 0.01\)) and negative binomial models (55±34 %, \(p = 0.01\)), as well as the COM-Poisson model with constant dispersion parameter (3±3 %, \(p = 0.3\)). However, the COM-Poisson model with group-level dispersion slightly out-performs the generalized count model (8±3 %, \(p = 0.38\)). In this case, allowing under- and over-dispersion improves the Fano Factor reconstruction (RMSE) compared to the Poisson model by 19 % for the generalized count model, 0.1 % for the negative binomial, 35 % for the COM-Poisson, and 37 % for the COM-Poisson with group-level dispersion.

### 4 Discussion

Inhomogeneous Poisson models that aim to describe spike rate as a function of stimuli are often unable to effectively capture the full range of spike count variability observed in experimental data. Observed spike counts can be both over- and under-dispersed and can have mean-variance relationships that differ from common canonical count models. Here we illustrate how Conway-Maxwell-Poisson models with group-level dispersion provide an accurate description of spike count statistics in these non-Poisson regimes. In tuning...
curve and PSTH data from MT/V5 we find that COM-Poisson models out-perform Poisson and negative binomial models and naturally correct estimates of standard error for dispersion in the observations. In general, for both tuning curves and PSTHs, the COM-Poisson approach can accurately and flexibly track both the spike count mean and variance.

Model-based methods have several important advantages over traditional, descriptive measures of spike count variability, such as the sample Fano Factor. Most importantly, model-based methods are generally more efficient than descriptive approaches (Cronin et al. 2010; Kass et al. 2003); that is, they can produce better estimates with smaller amounts of data. In the cases shown here, for both tuning curves and PSTHs, using COM-Poisson regression with a smooth basis allows us to leverage the fact that spike count distributions tend to vary smoothly over stimuli and time, where similar stimuli can be expected to result in similar spike count distributions. Another challenge of describing variability with sample Fano Factors is that the results depend heavily on bin-size (Teich 1989). Estimates from the COM-Poisson model still depend on bin-size, but we can reduce our uncertainty about the dispersion in a given bin by incorporating estimates from nearby bins.

An additional advantage of model-based methods is that they allow principled model comparison (Cronin et al. 2010; Kottas et al. 2012). Previous studies have used Bernoulli models to describe under-dispersion (DeWeese et al. 2003) and negative binomial (Scott and Pillow 2012) or mixture models (Goris et al. 2014; Moshitch and Nelken 2014; Shidara et al. 2005; Wiener and Richmond 2003) to describe over-dispersion. Here we demonstrate how the COM-Poisson model can be directly compared to several alternative noise models: Poisson, negative binomial, and generalized count models. By allowing both under- and over-dispersion the COM-Poisson models generally provide a more accurate description of the broader range of variability present in neural responses. Although the COM-Poisson model is a special case of the generalized count model, it is among the simplest models that allows both under- and over-dispersion. Here we find that allowing additional flexibility in the mean-variance relationship by using the full generalized count model only provides a slightly more accurate fits. By modeling group-level dispersion we can add an additional level of flexibility where the mean-variance relationship need not be fixed across stimuli/time. Just as we can compare different noise models, including group-level dispersion allows us to compare patterns of dispersion. For instance, by comparing COM-Poisson models with m=0 and m>0, we can examine whether a specific pattern of variability across stimuli is consistent with the COM-Poisson mean-variance relationship or whether additional parameters are necessary to capture these trends.

In some sense, the COM-Poisson models presented here only provide a summary of spike count statistics without an explanation for spike count variability. As mentioned above, many extensions of the inhomogeneous Poisson model are able to account for non-Poisson variability by including intrinsic covariates—variables that differ from trial-to-trial even with a fixed stimulus (Masquelier 2013). While the COM-Poisson approach simply describes variability, single-trial models can begin to explain the sources of trial-to-trial variability. Similarly, rather than modeling spike counts it is often useful to model detailed spike timing. As binsizes become smaller, one challenge for count models is that all observations begin to look like Bernoulli random variables. In this limit, the difference between the Poisson and COM-Poisson distributions is negligible and it is often more sensible to use point-process formulations, either Poisson or non-Poisson (Barbieri et al. 2001; Kass and Ventura 2001). Recently, point process models with power-law mean-variance relationships have been developed that explicitly allow both over- and under-dispersed spike counts (Koyama 2015), and there has also been some preliminary work developing a COM-Poisson process (Zhu et al. 2015). Although the COM-Poisson approach presented here is a flexible way to summarize the spike count statistics of tuning curves and PSTHs, it may not always be the desired level of description.

Spike count variability appears to be an increasingly informative dimension for understanding the neural code (Hussar and Pasternak 2010; Mandelblat-Cerf et al. 2009; Scaglione et al. 2011). Here we have shown that in the absence of other explanatory variables, COM-Poisson models with group-level dispersion can provide a flexible, efficient description of spike count variability. These models may, thus, be useful tools for linking behavioral variables, such as decision making or stimulus/movement onset, to spike count variability, even with limited data. Although here we have focused on characterizing single neuron variability, these and similar methods may ultimately provide insight into population decoding (Averbeck et al. 2006) and how the variability of multiple neurons may be related (Cohen and Kohn 2011).
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